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META II is a compiler writing language which consists of syntax equations resembling Backus normal form and into which instructions to output assembly language commands are inserted. Compilers have been written in this language for VALGOL I and VALGOL II. The former is a simple algebraic language designed for the purpose of illustrating META II. The latter contains a fairly large subset of ALGOL 60.

The method of writing compilers which is given in detail in the paper may be explained briefly as follows. Each syntax equation is translated into a recursive subroutine which tests the input string for a particular phrase structure, and deletes it if found. Backup is avoided by the extensive use of factoring in the syntax equations. For each source language, an interpreter is written and programs are compiled into that interpretIve language.

META II is not intended as a standard language which everyone will use to write compilers. Rather, it is an example of a simple working langrage which can give one a good start in designing a compiler-writing compiler suited to his own needs. Indeed, the MEIA II compiler is written in its own language, thus lending itself to modification.

## History

The basic ideas behind META II were described in a series of three papers by Schmidt, 1 Metcalf, 2 and Schorre. 3 These papers were presented at the 1963 National A.C.M. Convention in Denver, and represented the activity of the Working Group on Syntax-Directed Compilers of the Los Angeles SIGPLAN. The methods used by that group are similar to those of Glennie and Conway, but differ in one important respect. Both of these researchers expressed syntax in the form of diagrams, which they subsequently coded for use on a computer. In the case of META II, the syntax is input to the computer in a notation resembling Backus normal form. The method of syntax analysis discussed in this paper is entirely different from the one used by Irons ${ }^{6}$ and Bastian. 7 All of these methods can be traced back to the mathematical study of natural languages, as described by Chomsky. 8

## Syntax Notation

The notation used here is similar to the meta language of the ALGOL 60 report. Probably the main difference is that this notation can be keypunched. Symbols in the target language are represented as strings of characters, surrounded by quotes. Metalinguistic variables have the same form as identifiers in ALGOL, viz., a letter followed by a sequence of letters or digits.

Items are written consecutively to indicate concatenation and separated by a slash to indicate alternation. Each equation ends with a semicolon which, due to keypunch limitations, is represented by a period followed by a comma. An example of a symtax equation is:
LOGICALVALUE = '.TKUE'/ '.FALSE' .,

In the versions of ALGOL described in this paper the symbols which are usually printed in boldface type will begin with periods, for example:

## . PROCEDURE .TRUE . IF

To indicate that a syntactic element is optional, it may be put in alternation with the word. . WMPIY. For exemple:

```
SUBSECONDARY = '*' PRIMARY / .EMPTY .,
SECONDARY = PRTMARY SUBSECONDARY .,
```

By factoring, these two equations can be written as a single equation.

$$
\text { SECONDARY }=\text { PRIMARY }\left({ }^{\prime} *^{\prime} \text { PRIMARY } / . \text { EMPTY }\right) \cdot,
$$

Built into the META II language is the ability to recognize three basic symbols which are:

1. Identifiers -- represented by . ID,
2. Strings -- represented by .STRING,
3. Numbers -- represented by .NUMBER.

The definition of identifier is the same in META II as in ALGOL, viz., a letter followed by a sequence of letters or digits. The definition of a string is changed because of the limited character set available on the usual keypunch. In ALGOL, strings are surrounded by opening and closing quotation marks, making it possible to have quotes within a string. The single quotation mark on the keypunch is unique, imposing the restriction that a string in quotes can contain no other quotation marks.

The definition of number has been radically changed. The reason for this is to cut down on the space required by the machine subroutine which recognizes numbers. A number is considered to be a string of digits which may include imbedded periods, but may not begin or end with a period; moreover, periods may not be adjacent. The use of the subscript 10 has been eliminated.

Now we have enough of the syntax defining features of the MEIA II language so that we can consider a simple example in some detail.

The example given here is a set of four syntax equations for defining a very limited class of algebraic expressions. The two operators, addition and multiplication, will be represented by + and * respectively. Multiplication takes precedence over addition; otherwise precedence is indicated by parentheses. Some examples are:

$$
\begin{aligned}
& A \\
& A+B \\
& A+B * C \\
& (A+B) * C
\end{aligned}
$$

The syntax equations which define this class of expressions are as follows:

EX is an abbreviation for expression. The last equation, which defines an expression of order 1 , is considered the main equation. The equations are read in this manner. An expression of order 3 is defined as an identifier or an open parenthesis followed by an expression of order 1 followed by a closed parenthesis. An expression of order 2 is defined as an expression of order 3, which may be followed by a star which is followed by an expression of order 2. An expression of order 1 is defined as an expression of order 2 , which may be followed by a plus which is followed by an expression of order 1.

Although sequences can be defined recursiveiy, it is more convenient and efficient to have a special operator for this purpose. For example, we can define a sequence of the letter $A$ as follows:

$$
\text { SERA }=\$ \text { ' } A^{\prime} \cdot,
$$

The equations given previously are rewritten using the sequence operator as follows:

$$
\begin{aligned}
& \text { EX3 = . ID / '(' EXI ')' ., } \\
& \begin{array}{l}
\operatorname{EXP}=\operatorname{EX3} \$(' * ' \operatorname{EX3}) ., \\
\operatorname{EXI}=\operatorname{EX2} \$(1+' \operatorname{EX2}) .,
\end{array}
\end{aligned}
$$

## Output

Up to this point we have considered the notation in MEIA II which describes object language syntax. To produce a compiler, output commands are inserted into the syntax equations. Output from a compiler written in MEIA II is always in an assembly language, but not in the assembly language for the 1401 . It is for an interpreter, such as the interpreter I call the META II machine, which is used for all compilers, or the interpreters I call the VALGOL I and VALGOL II machines, which obviously are used with their respective source lansuages. Each machine requires its own assembler, but the main difference between the assemblers is the operation code table. Constant codes and declarations may also be different. These assemblers all have the same format, which is shown below.
LABEL CODE ADDRESS
$\begin{array}{lllll}1-6 & 8- & -10 & -70\end{array}$
An assembly language record contains either a label or an op code of up to 3 characters, but never both. A label begins in column 1 and may extend as far as column 70. If a record contains an op code, then column 1 must be blank. Thus labels may be any length and are not attached to instructions, but occur between instructions.

To produce output beginning in the op code

Pield, we write .OUT and then surround the information to be reproduced with parentheses. A string is used for litersl output and an asterisk to output the special symbol just found in the input. This is illustrated as follows:

$$
\begin{aligned}
& \text { EX3 = . ID . OUT ('LD ' *) / '('EXI ')'., }
\end{aligned}
$$

$$
\begin{aligned}
& \text { EXI }=\operatorname{EXP} \$\left(1+{ }^{\prime} \operatorname{EXC} . \operatorname{OUT}\left({ }^{\prime} A D D^{\prime}\right)\right) .,
\end{aligned}
$$

To cause output in the label field we write . LABEL followed by the item to be output. For example, if we want to test for an identifier and output it in the label field we write:

## .ID . IABEL *

The META II compiler can generate labels of the form A01, A02, A03, ... A99, B01, ... . To cause such a label to be generated, one uses *I or $* 2$. The first time ${ }^{*} l$ is referred to in any syntax equation, a label will be generated and assigned to it. This same label is output whenever *l is referred to within that execution of the equation. The symbol ${ }^{2}$ works in the same way. Thus a maximum of two different labels may be generated for each execution of any equation. Repeated executions, whether recursive or externaliy initiated, result in a continued sequence of generated labels. Thus all syntax equations contribute to the one sequence. A typical example in which labels are generated for branch commands is now given.

```
IFSTATEMENT = '.IF' EXP '.THEN' .OUT('BFP' *I)
    STATEMEITT '.ELSE' .OUT('B ' *2) .LABEL. *I
    STATEMENTY :LABEL *2 .,
```

The op codes BFP and $B$ are orders of the VALGOL I machine, and stand for "branch false and pop" and "branch" respectively. The equation also contains references to two other equations which are not explicitly given, viz., EXP and STATEMENT.

## VALGOL I - A Simple Compiler Written in META II

Now we are ready for an example of a compiler written in META II. VAIGOL $I$ is an extremely simple language, based on ALGOL 60 , which has been designed to illustrate the META II compiler.

The basic information about VALGOL I is given in figure 1 (the VALGOL I compiler written in META II) and figure 2 (order list of the VALGOL I machine). A sample program is given in figure 3. After each line of the program, the VALGOL I commands which the compiler produces from that line are shown, as well as the absolute interpretive language produced by the assembler. Figure 4 is output from the sample program. Iet us study the campiler written in MEIA II (figure 1) in more detail.

The identifier PROGRAM on the first line indicates that this is the main equation, and that control goes there first. The equation for PRIMARY is similar to that of EX3 in our previous example, but here numbers are recognized and reproduced with a "load literal" command. TERM is what was previously EX2; and EXPI what was previously EXI except for recognizing minus for subtraction. The equation EXP defines the relational operator "equal", which produces a value of 0
or 1 by making a comparison. Notice that this is handled just like the arithmetic operators but with a lower precedence. The conditional branch commands, "branch true and pop" and "branch false and pop", which are produced by the equations defining UNTILST and CONDITIONAIST respectively, will test the top item in the stack and branch accordingly.

The "assigmment statement" defined by the equation for ASSIGNST is reversed from the convention in ALGOL 60, i.e., the location into Which the computed value is to be stored is on the right. Notice also that the equal sign is used for the assigmment statement and that period equal (.$=$ ) is used for the relation discussed above. This is because assignment statements are more numerous in typical programs than equal compares, and so the simpler representation is chosen for the more frequently occurring.

The amission of statement labels from the VALGOL I and VALGOL II seems strange to most programmers. This was not done because of any difficulty in their implementation, but because of a dislike for statement labels on the part of the author. I have programmed for several years without using a single label, so I know that they are superfluous from a practical, as well as fram a theoretical, standpoint. Nevertheless, it would be too much of a digression to try to justify this point here. The "until statement" has been added to facilitate writing loops without labels.

The "conditional" statement is similar to the one in ALGOL 60, but here the "else" clause is required.

The equation for "input/output", IOST, involves two commands, "edit" and "print". The words EDIT and PRINT do not begin with periods so that they will look like subroutines written in code. "FDIF" copies the given string into the print area, with the first character in the print position which is computed from the given expression. "PRINT" will print the current contents of the print area and then clear it to blanks. Giving a print comeand without previous edit commands results in writing a blank line.

IDSERI and IDSEQ are given to simplify the syntax equation for DEC (declaration). Notice in the definition of DEC that a branch is given around the data.

From the definition of BLOCK it can be seen that what is considered a compound statement in ALGOL 60 is , in VALGOL I, a special case of a block which has no declaration.

In the definition of statement, the test for an IOST precedes that for an ASSIGNST. This is necessary, because if this were not done the words PRINT and EDIT would be mistaken as identiflers and the compller would try to translate "input/output" statements as if they were "assignment" statements.

Notice that a PROGRAM is a block and that a standard set of commands is output after each program. The "halt" comand causes the machine to stop on reaching the end of the outermost block, which is the program. The operation code SP is generated after the "halt" command. This is a completely 140l-oriented code, which serves to set a word mark at the end of the program. It
would not be used if VALGOL I were implemented on a fixed word-length machine.

## How the MPIA II Compiler Was Written

Now we come to the most interesting part of this project, and consider how the MENA II compiler was written in its own language. The interpreter called the MENA II machine is not a much longer 1401 program than the VALGOL I machine. The syntax equations for MFIA II (flgure 5) are fewer in number than those for the VALGOL I machine (figure 1).

The MEIA II compiler, which is an interpretive program for the MGIA II machine, takes the syntax equations given in figure 5 and produces an assembly language version of this same interpretive program. Of course, to get this started, I had to write the first compiler-writing campiler by hand. After the program was running, it could produce the same program as written by hand. Someone always asks if the compiler really produced exactly the program I had written by hand and I have to say that it was "almost" the same program. I followed the syntax equations and tried to write just what the campiler was going to produce. Unfortunately I forgot one of the redundant instructions, so the results were not quite the same. Of course, when the first machineproduced compiler compiled itself the second time, it reproduced itself exactly.

The compller originally written by hand was for a language called MEIA I. This was used to implement the improved compiler for META II. Sometimes, when I wanted to change the metalanguage, I could not describe the new metalanguage directily in the current metalanguage. Then an intermediate language was created--one which could be described in the current language and in which the new language could be described. I thought that it might sametimes be necessary to modify the assembly language output, but it seems that it is always possible to avoid this with the intermediate language.

The order list of the META II machine is given in figure 6.

A11 subroutines in META II programs are recursive. When the program enters a subroutine a stack is pushed down by three cells. One cell is for the exit address and the other two are for labels which may be generated during the execution of the subroutine. There is a switch which may be set or reset by the instructions which refer to the input string, and this is the switch referred to by the conditional branch commands.

The first thing in any META II machine program is the address of the first instruction. During the initialization for the interpreter, this address is placed into the instruction counter

## VALGOL II Written in MISTA II

VALGOL II is an expansion of VALGOL $I$, and serves as an illustration of a fairly elaborate programming language implemented in the META II system. There are several features in the VALGOL II machine which were not present in the

VALGOL I machine, and which require some explanation. In the VALGOL II machine, addresses as well as numbers are put in the stack. They are marked appropriately so that they can be distinguished at execution time.

The main reason that addresses are allowed in the stack is that, in the case of a subscripted variable, an address is the result of a computation. In an assignment statement each left member is campiled into a sequence of code which leaves an address on top of the stack. This is done for simple variables as well as subscripted variables, because the philosophy of this compiler writing system has been to compile everything in the most general way. A variable, simple or subscripted, is always compiled into a sequence of instructions which leaves an address on top of the stack. The address is not replaced by its contents until the actual value of the variable is needed, as in an arithnetic expression.

A formal parameter of a procedure is stored either as an address or as a value which is computed when the procedure is called. It is up to the load command to go through any number of indirect address in order to place the address of a number onto the stack. An argument of a procedure is always an algebraic expression. In case this expression is a variable, the value of the formal parameter will be an address computed upon entering the procedure; otherwise, the value of the formal parameter will be a number computed upon entering the procedure.

The operation of the load command is now described. It causes the given address to be put on top of the stack. If the content of this top item happens to be another address, then it is replaced by that other address. This continues until the top item on the stack is the address of something which is not an address. This allows for formal parameters to refer to other formal parameters to any depth.

No distinction is made between integer and real numbers. An integer is just a real number whose digits right of the decimal point are zero. Variables initially have a value called "undefined", and any attempt to use this value will be indicated as an error.

An assignment statement consists of any number of left parts followed by a right part. For each left part there is compiled a sequence of commands which puts an address on top of the stack. The right part is compiled into a sequence of instructions which leaves on top of the stack either a number or the address of a number. Following the instruction for the right part there is a sequence of store commands, one for each left part. The first command of this sequence is "save and store", and the rest are "plain" store cammands. The "save and store" puts the number which is on top of the stack (or which is referred to by the address on top of the stack) into a register called SAVE. It then stores the contents of SAVE in the address which is held in the next to top position of the stack. Finally it pops the top two items, which it has used, out of the stack. The number, however, remains in SAVE for use by the following store cammands. Most assigmment statements have only one left part, so "plain"
store commands are seldam produced, with the result that the number put in SAVE is seldom used again.

The method for calling a procedure can be explained by reference to illustrations 1 and 2. The arguments which are in the stack are moved to their place at the top of the procedure. If the

| XXXXXXXXX | Function |
| :--- | :--- |
| XXXXXXXXX | Arguments |
| XXXXXXXXX |  |
| ….... |  |
| XXXXXXXX |  |

b Word of one blank character to mark the end of the arguments.
........ Body. Branch commands cause control to go around data stored in this area. Ends with a "return" command.

## Illustration 1

## Storage Map for VALGOL II Procedures

| XXXXXXXXX Arguments in reverse order | Arguments in reverse order |  |  |
| :---: | :---: | :---: | :---: |
| XXXXXXXXX |  |  |  |
| . ....... |  |  |  |
| x $x$ xxxxxx |  |  |  |
| xXX | Flag |  |  |
| XXX | Address of | Exit | XXX |
| . . . | procedure |  |  |
| Stack befo | ore executing | Stack after | ting |
| the call | instruction | the call | tion |

Illustration 2
Map of the Stack Relating to Procedure Calls
number of arguments in the stack does not correspond to the number of arguments in the procedure, an error is indicated. The "flag" in the stack works like this. In the VALGOL II machine there is a flag register. To set a flag in the stack, the contents of this register is put on top of the stack, then the address of the word above the top of the stack is put into the flag register. Initially, and whenever there are no flags in the stack, the flag register contains blanks. At other times it contains the address of the word in the stack which is just above the uppermost flag. Just before a call instruction is executed, the flag register contains the address of the word in the stack which is two above the word containing the address of the procedure to be executed. The call instruction picks up the arguments from the stack, beginning with the one stored just
above the flag, and continuing to the top of the stack. Arguments are moved into the appropriate places at the top of the procedure being called. An error message is given if the number of arguments in the stack does not correspond to the number of places in the procedure. Finally the old flag address, which is just below the procedure address in the stack, is put in the flag register. The exit address replaces the address of the procedure in the stack, and all the arguments, as well as the flag, are popped out. There are just two op codes which affect the flag register. The code "load flag" puts a flag into the stack, and the code "call" takes one out.

The library function "WHOLE" truncates a real number. It does not convert a real number to an integer, because no distinction is made between them. It is substituted for the recommended function "ENTIER" primarily because truncation takes fewer machine instructions to implement. Also, truncation seems to be used more frequently. The procedure ENTIER can be defined in VALCOL II as follows:

```
.PROCEDURE ENTIER(X) .,
\[
\begin{aligned}
& \text {-IF O . } L=X \text {.THEN WHOLE }(X) \text {. ELSE } \\
& \text { IF WHOLE }(X)=X \text {.THEN } X \text {.ELSE } \\
& \text { WHOLE }(X)-1
\end{aligned}
\]
```

The "for statement" in VALGOL II is not the same as it is in ALGOL. Exactly one list element is required. The "step .. until" portion of the element is mandatory, but the "while" portion may be added to terminate the loop immediately upon some condition. The iteration continues so long as the value of the variable is less than or equal to the maximum, irrespective of the sign of the increment. Illustration 3 is an example of a typical "for statement". A flow chart of this statement is given in illustration 4.


Illustration 3
Compilation of a typical "for statement"
in VaLgol II


Illustration 4
Flow chart of the "for statement"
given in figure 12

Figure 7 is a listing of the VALGOL II compiler written in META II. Figure 8 gives the ororder list of the VALGOL II machine. A sample program to take a determinant is given in figure 9.

## Backup vs. No Backup

Suppose that, upon entry to a recuraive subroutine, which represents some syntax equation, the position of the input and output are saved. When some non-first term of a component is not found, the compiler does not have to stop with an indication of a syntax error. It can back-up the input and output and return false. The advantages of backup are as follows:

1. It is possible to describe languages, using backup, which cannot be described without backup.
2. Even for a language which can be described without backup, the syntax equations can oftten be simplified when backup is allowed.

## The advantages claimed for non-backup are as follows:

1. Syntax analysis is faster.
2. It is possible to tell whether syntax equations will work just by examining them, without following through numerous examples.

The fact that rather sophisticated languages such as ALGOL and COBOL can be implemented without backup $1 s$ pointed out by various people, including Conway, 5 and they are aware of the speed advantages of ao doing. I have seen no mention of the second advantage of no-backup, so I will explain this in more detail.

Basically one writes alternations in which each term begins with a different symbol. Then it is not possible for the compiler to go down the wrong path. This is made more complicated because of the use of ". EMPPY". An optional item can never be followed by something that begins with the same symbol it begins with.

The method described above is not the only way in which backup can be handled. Variations are worth considering, as a way may be found to have the advantages of both backup and no-backup.

## Further Development of META Languages

As mentioned earlier, META II is not presented as a standard language, but as a point of departure from which a user may develop his own META language. The term "META Language," with "META" in capital letters, is used to denote any compilerwriting language so developed.

The language which Schmidt ${ }^{l}$ implemented on the PDP-1 was based on META I. He has now implemented an improved version of this language for a Beckman machine.

Kutman ${ }^{9}$ has implemented LOGIK, a compiler for bit-time simulation, on the 7090. He uses a META language to compile Boolean expressions into efficient machine code. Schneider and Johnson 10 have implemented METDA 3 on the IBM 7094, with the goal of producing an ALGOL compiler which generates efficient machine code. They are planning a META language which will be suitable for any block structured language. To this compiler-writing language they give the name MBTA 4 (pronounced metaphor).
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```
- SYNTAX PROGRAM
PRIMARY = 110 OUT('LO '*)'
    *" EXP 1;"."
TERM = PRIMARY S(I#' PRIMARY *OUT('MLT')).
EXPI = TERM $(1+1 TERM .OUT('ADD') /
    :-1 TERM .OUT(ISUB!):.*
EXP * EXP1 ( ',=' EXP1 *OUT('EQU') / .EMPTY) .,
ASSIGNST = EXP '=1 . ID .OUT''ST (*) . 
UNTILST = '.UNTIL' &LABEL *I EXP '.DOP *OUT('BTP: *2)
    ST .OUT(1B , #1) LABEL *2 .,
CONDITIONALST = '.IF', EXP '.TMEN' ©OUT(IBFP' -1)
    ST '.ELSE' OUT(IB , 2) . LABEL $1
    ST .LABEL *2..
IOST = 'EOIT' .|' EXP '.' .STRING
    MOUT('EDT'*' '1','
DSEOL = . ID -LABEL *OUT('blk 1*) ."
IDSEO = IDSEOI SI',' IDSEQII ..
DEC = ..REAL' .OUTI"B , #1 IDSEQ .LABEL *1 ..
BLOCK = '*BEGIN' IDEC '.0:". .EMPTYY
ST = IOST , ASSIGNST / UNTILST /
    CONDITIONALST/ BLOCK.
MROGRAM = BLOCK *OUT('HLT')
.END
```

ORDER LIST OF THE VALGOL I MACHINE
machine codes

| L. | AAA | LOAD | put the contents of the address ama ON TOP OF THE STACK. |
| :---: | :---: | :---: | :---: |
| LDL | NUMBER | LOAO LItERAL | put the given mumber on top of THE STACK. |
| \$t | AMA | Store | STORE THE NUMBER WHICH IS ON TOP of the stack into the address aha AND POP UP THE STACK. |
| ADO |  | ADD | REPLACE THE TWO NUMBERS WHICH ARE ON TOP OF The stack with their SUM. |
| SUB |  | SUBtract | SUBTRACT THE NUMBER WHICH IS ON TOP OF THE STACK FROH THE NUMBER WHICH IS NEXT TO THE TOP, THEN REPLACE THEM BY THIS DIFFERENCE. |
| MLT |  | MULTIPLY | replace the two numbers which are ON TOP OF THE STACK WITH THEIR PRODUCT. |
| Eou |  | EQual. | COMPARE The two mumbers on top of the stack. replace them by the integer 1, if they are equal, or by the integer o. If they are unequal. |
| 8 | AAA | Branch | Branch to the address ana. |
| BFP | AAA | branch false AND POP | branch to the adoress aas if the TOP TERM IN THE STACK IS THE INTEGER O. OTHERWISE, CONTINUE in SEguence. in Either case. POP UP THE STACK. |
| BTP | AaA | BRANCH TRUE AND POP | BRANCH TO THE ADDRESS MAA IF THE TOP TERM IN THE STACK IS NOT THE INTEGER O. OTHERWISE, CONTINUE IN SEQUENCE. IN EITHER CASE, POP UP THE STACK. |
| EDT | StRING | EOIT | ROUND THE NUMBER WHICH IS ON TOP OF the stack to the nearest integer n. move the given string into the PRINT AREA SO THAT ITS FIRST GHARACTER FALLLS ON PRINT POSITION N. in case this would cause characters to fall outside the print area, no movement takes place. |
| PNT |  | PRINT | PRINT A LINE, THEN SPACE AND CLEAR the print area. |
| HLT |  | HALT <br> CONSTANT | HALT. CONTROL CODES |
| SP | $N$ | SPACE | $N=1--9$. CONSTANT CODE PROOUCING N BLANK SPACES. |
| BLK | NNN | Block | PRODUCES A BLOCK OF NAN EIGHT CHARACTER WORDS. |
| END |  | END | denotes the end of the program. |



OUTPUT FROM THE VALGOL I PROGRAM GIVEN IM FIGURE 3


VALGOL II COMPILER WRITTEN IN META II

- syntax program

CALLPART $=$ '11. OUT('LDFP) (EXP S(1." EXP) -EMPTY) '1" .OUT('CLL') ..

VARIABLE = - ID .OUT('LD + *) (ARRAYPART / EEMPTY) .,
PRIMARY = 'WHOLE: 'I' EXP ' '" .OUT ('WHL''
ID -OUT('LLD ©) (ARRAYPART, CALLPART, EEMPTY) , -TRUE *OUT('SET') ', *FALSE •OUT('RST')
:AUMBER OOUT!'LDL" *)

TERM EPRIMARY S ('F' PRIMARY, OUTI'MLTI')
":' PRIMARY OUUT'DIV')' .OUT('WHL"), .,
EXP2 : - - ' TERM ©OUT('NEGI)/

-     + ${ }^{-1}$ TERM / TERM ..

Pigure 7.3

```
DEC = TYPEDEC / ARRAYDEC / PROCEDURE ..,
BLOCK = '.BEGIN' .OUT('B , #1) S(DEC '.*'')
    |ABEL #l ST $\'..' STJ,.END'
    |.ID / EmPTYI..
UMCONDITIONALST = IOCALL / ASSIGNCALLST /
        BLOCK ..
CONDST = '-IF' EXP '&THEN' -OUT(PGFP' *1), (2)
        -LABEL #1 ST, LABEL #2 (UN:EMPTY
        -Label *1)..
ST = CONDST / UNCONDITIONALST / FORST
        UNTILST / .EMPTY *,
program = block
    -OUT(4HLT').OUT(ISP 1").OUT('END') .,
End
```

```
EXP1 E EXP2 S('+'' TERM =OUTI!ADD');
```

    RELATION = EXP1 (
    "LE EXP - OUT(IEES')
    \(\because=1\) Expl ©OUT(IEQU'),
    \(\because=1\) EXP1 -OUT('EQUi) OUT(4NOT:))
    'G=' EXPI -OUT(MLES') OOUT('NOT'),
    -GO EXP 1 .OUT('LEO') .OUT('NOTI)
    - EMPTY) ..
    
RELATION ..

- OUI'PPOPI' BPRIMARYI
- OUI''POP'I

- LAEEL ('POP +1 BTERM)
IMPLICATIONI ' '.IMP: OUTC'ANOTH

BEUTH'BTABEL *1 *OUT
IMPLICATION = BEXPI S IMPLICATIONI ..
Figure 7.1

```
EQUIV = IMPLICATION S('.EQ: .OUT('EQU') ) ."
```

EQUIV = IMPLICATION S('.EQ: .OUT('EQU') ) ."
EXP = '-IF' EXP '*THEN' OOUT(IBFP' *1)
EXP = '-IF' EXP '*THEN' OOUT(IBFP' *1)
EXP -OUT(18 *2) LABEL *1
EXP -OUT(18 *2) LABEL *1
EXP -OUT(18 ' \#2) LABEL \#1
EXP -OUT(18 ' \#2) LABEL \#1
EQuIV .'
EQuIV .'
ASSIGNPART = '=1 EXP ( ASSIGNPART -OUT('ST') (
ASSIGNPART = '=1 EXP ( ASSIGNPART -OUT('ST') (
\bulletEMPTY .OUT('SST!):..
\bulletEMPTY .OUT('SST!):..
ASSIGNCALLST = ID .OUT('LD ") (ARRAYPART ASSIGNPART)
ASSIGNCALLST = ID .OUT('LD ") (ARRAYPART ASSIGNPART)
GNCALLST : ID ©OUT('LD '\#) IARRA
GNCALLST : ID ©OUT('LD '\#) IARRA
.OUT('LDF') ;OUT('GLL')'
.OUT('LDF') ;OUT('GLL')'
NTILST = ',UNTIL',LABEL \#1 EXP
NTILST = ',UNTIL',LABEL \#1 EXP
*-DO'*OUT(BTPG*21 ST
*-DO'*OUT(BTPG*21 ST
WHILECLAUSE = ',WHILE, ©OUT('BF, *I)
WHILECLAUSE = ',WHILE, ©OUT('BF, *I)
FORCLAUSE * VARIABLE '=' OUT('FLP')

```
FORCLAUSE * VARIABLE '=' OUT('FLP')
```




```
        -OUT('SST') OUTT'BB, #2)
```

        -OUT('SST') OUTT'BB, #2)
        -LABEL #1 EXP 'UNTIL' OUUT'ADS'
        -LABEL #1 EXP 'UNTIL' OUUT'ADS'
        *OUT('LEQ'; WHILECLAUSE'.DO' .,
        *OUT('LEQ'; WHILECLAUSE'.DO' .,
    FORST = '-FOR' COUT('SET'' \&LABEL \#1
FORST = '-FOR' COUT('SET'' \&LABEL \#1
FORCLAUSE OOUT(+EFPI 2) ST
FORCLAUSE OOUT(+EFPI 2) ST
*OUT('RST')
*OUT('RST')
IOCALL = 'READ" "(" VARIABLE ',' EXP ")' OOUT('RED''/
IOCALL = 'READ" "(" VARIABLE ',' EXP ")' OOUT('RED''/
'WRITE','I' VARIABLE',' EXP '!, OUTI'WRT!',
'WRITE','I' VARIABLE',' EXP '!, OUTI'WRT!',
MWRITE',''' VARIABLE ',' EXP
MWRITE',''' VARIABLE ',' EXP
GOUT:EDT'*'''H',',
GOUT:EDT'*'''H',',
\PRINT: \&OUTI'PNNTI'/
\PRINT: \&OUTI'PNNTI'/
IDSEQ1 = .ID .LABEL* .OUT('blK 1*)..
IDSEQ1 = .ID .LABEL* .OUT('blK 1*)..
IDSEQ - IDSEQ1 s(',' IDSEO1) •,
IDSEQ - IDSEQ1 s(',' IDSEO1) •,
TrPEdEC = ..real. IDSEQ ..

```
TrPEdEC = ..real. IDSEQ ..
```




```
ARRAYDEC = '*ARRAY' ARRAY1 SI '.' ARRAYI) ."
```

ARRAYDEC = '*ARRAY' ARRAY1 SI '.' ARRAYI) ."
PROCEOURE - *PROCEOURE* -ID :LABEL *
PROCEOURE - *PROCEOURE* -ID :LABEL *
\#LABEL \#1 ©OUT('BLK I')'(!
\#LABEL \#1 ©OUT('BLK I')'(!
ST .OUTITR * *) ."
ST .OUTITR * *) ."
Figure 7.2

```
                        Figure 7.2
```



EXAMPLE PROGRAM IN VALGOL II

```
-BEGIM
-PRGGEDURE DETERMINAN
-PROCED
- BEGIN
-REAL D="O
```



```
PRINT
-END DUMP . A
PROCEDURE ABS(x) ...
PROCEDURE ABS(X) :. (E X THEN X -ELSE -x ..
PRODUCT = I .OTEP 1 .UNTIL N-2
WHILE PRODUCT - =- ONTIL NO N-2
    I *RR`!: R+1 .STEP I .UNTIL N-1 .DO
        CIFABSI AC. N*I +R,! \, NELL
    -IF AI. MHI + R ROUCT=O=0.THEN
    -ELSE
        - IF t PRODURT THEN .BEGIN
            FORJ = R OSTEP 1 UUNTIL N-1 .DO
```



```
                            Al* N*R + J :1 = Al:N* I + J. J .",
        TEMP =Al- N*R + R O) UHTIL N-1 - DO
        *FOR I
            FACTOR = Al• N*I + R ©I I' TEMP . © 
            M,
        DUMP
*FOR I =O - END EEND USP I UNTIL N-1 -DO
PRODUCT - PRODUCT
END DETERMINANT.
\bulletEND DETERMINANT :BRGAY MATRIX 1. 0 .. 24 . . ..
    EDITII, IFIND DETERMIMANT OF', .. PRINT., PRINT..
    REAO(M, 1) #STEP 1 .UNTIL M-1 .DO .BEGIN
            READIMATRIX 1 * MNTIL,M-1 *OO
            WRITEMMATRIX ', M***:M,MI"END.
    PRINT.: T = DETERMINANT (MATRIX,M) ",
    GRITEGT, 1% ., PRINT.; PRINI .END
EmD PROGRAM
```

